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Abstract

To prevent sensitive images shared on social media from being stolen, researchers are seeking
to find and innovate image encryption algorithms. Since attackers attempt to exploit it to access
encrypted images, the problem of generating keys as the first stage of any encryption algorithm
is regarded as a critical problem. This issue was dealt with in this paper through the use of the
logistic map. This map must be calculated using specific conditions and special parameters to
maintain its chaos. The Diffie-Hellman key exchange algorithm was modified to address this
problem since the shared keys now consist of a 16-element vector. The first two elements will
be used for a logistic map. The entire vector was used to create a self-invertible matrix. The
encryption level entails two operations: the first is matrix multiplication with a vector, and the
second is a bitwise XOR operation between two matrices. A proposed encryption algorithm is
capable of producing encrypted images that are challenging to decrypt through the use of strin-
gent security tests. The outcomes of each test show howwell the proposed encryption algorithm
performs compared with other algorithms and how to resist the attacks.

Keywords: cryptosystems; image encryption; Diffie-Hellman key exchange; logistic map; self-
invertible matrix.
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1 Introduction

A cryptosystem is one of the mathematical procedures used to keep and save sensitive data,
such as text, music, photos, etc., from prying eyes. Each encryption scheme has three levels: key
creation, encryption, and decryption [36]. A sender encrypts plain data to create encrypted data
as a result of the encryption level before sending the data to the recipient over the internet. As a
result of the decryption level processing, the recipient will be able to retrieve the plain data from
the encrypted data. Both levels of decryption and encryption will use the outcomes of the key
creation level. Cryptosystems are divided into symmetric key cryptosystems and asymmetric key
cryptosystems. In contrast, there are two types of keys -public which is for asymmetric key cryp-
tosystems, and private key which is used for both encryption and decryption levels in symmetric
key cryptosystems [26, 24].

Image encryption algorithms are crucial to image security since they shield the plain image’s
privacy from unauthorized individuals [28]. Diffie and Hellman established the Diffie-Hellman
key exchange (DHKE) algorithm, the first asymmetric key cryptosystem in 1976 [11]. It is one
of the greatest contributions to solving the problem of key exchange, it is not about establishing a
shared-secret key, it is about doing it in such a way that anyone who is there at the communication
between the devices does not find the key [4]. The most amazing thing about DHKE is that the
communication between sender and receiver could happen over the public channel, while still
being secure because it is based on the difficulty of solving the Diffie-Hellman problem [26].

In 2015, the DHKH algorithm was used to create two algorithms for image watermarking [4],
it has been proven that this proposed algorithm is more secure than other algorithms. In 2017, a
DHKE algorithmwas improved by creating two shared keys the second one derived from the first
one in such a way that made the improvement algorithm stronger than the original one [19]. In
2022, a newmathematicalmodel for exchanging keyswas introduced; itwas another improvement
of the DHKE algorithm [18]. The prime numbers and the possibility of using integer numbers
were involved in this improvement. Indeed, this algorithm reduces the probability of attacking
prime numbers. In this work, the DHKE algorithmwill be modified in such a way that the shared
keys will be 16 rather than one; these keys will be derived from the first shared key.

In modern image encryption methods, the chaos theory is frequently used, such as in [29, 20,
34]. Chaos theory is one of the nonlinear mathematical models for dynamical systems, and one
of its advantages is that it can be handled smoothly on electronic devices. The logistic map [23] is
among the simplest nonlinear chaotic maps and is therefore of particular interest to researchers.
In 2018, a one-dimensional logistic map together with another chaotic map was involved in the
generation of a key sequence for encrypting an image [29]. In 2019, a three-dimensional logistic
map was modified to be the first step of the proposed image encryption algorithm to generate
keystream by it[20].

In 2020, a sine square logistic map was one of five chaotic maps that were a basis for an im-
age encryption algorithm, it was a tool to create the other chaotic maps [34]. In 2022, the one-
dimension logistic mapwas a tool to build IP table of size 128×128 to be the first level of building
an algorithm of image encryption [1].

In 2023, a six-dimension logistic map was a tool to generate keys to construct a secure system
for encrypting images [27], as well, the logistic map was enhanced to introduce image encryption
algorithm [3], the enhanced map was dependent on interbreed backwards and forward pertur-
bation methods. Also in 2023, the logistic map was one item of a combination containing Hill
ciphers, a unimodular matrix to build an algorithm of image encryption [7].

108



N. F. H. Al-Saffar et al. Malaysian J. Math. Sci. 18(1): 107–126(2024) 107 - 126

All the proposed encryption algorithms that have been referred to, which used the logisticmap
in their work, indicate that the proposed algorithms provide high security against several types of
attacks. So, an actual tool for ensuring security is a logistics map. It will therefore be a crucial tool
in this work since it will be applied at the key creation level of the suggested encryption algorithm.

This work discusses the problems that people may face who try to preserve their digital im-
ages by encrypting them. The first problemwas solved by introducing amodification of theDHKE
algorithm to make it 16 instead of one key. This modification adds additional time that the unau-
thorized persons can take to find those keys. The second problem was solved by involving the
logistic map to enhance security. It will be used to create a square matrix. The third problem was
solved by creating a self-invertiblematrix, as calculating the inverse is considered an expensive op-
eration. Using these matrices, a new algorithm for encrypting images was proposed as a solution
for the fourth problem of security, which can encrypt grey images, to make them unpredictable
images, with an extraordinary security as to other encryption image algorithms that are based on
chaotic maps. It is also resistant to various known attacks.

The structure of the paper was organized by introducing a brief on the logistic map with a
discussion of its chaotic behaviour in Section 2. Section 3 discusses a way of generating a self-
invertible matrix of dimension 8 × 8, in Section 4 a modification of Diffie-Hellman key exchange
algorithm where the shared-secret key will be extended to be 16 shared-secret key. Section 5 con-
tains a proposed algorithm for encrypting images. In Section 6 a series of experiments were con-
ducted and discussed their results. Finally, Section 7 gives a conclusion of this work together with
hints and ideas for future works.

2 Logistic Map

The logistic chaotic map is a one-dimension dynamical systemwhich is nonlinear and contains
the potential to behave chaotically. The uses of this map are many and different as a result of
the properties that distinguish it from other maps. One of these characteristics is the one control
parameter in its straightforwardmathematical structure. This parameter has the ability to regulate
the map’s erratic behaviour [33]. The first attempt to define a logistic map was in 1845 by the
scientist Pierre-FranÃ§ois de Verhulst (1804-1849). As a mathematical map, it is defined as:

Lα(xs) = xs+1 = αxs(1− xs), xs ∈ [0, 1],

where xs represents a state of the sth iteration, x0 ∈ [0, 1]&α ∈ [0, 4] are initial and control points
respectively, The behaviour of the logistic map is determined by calculating the bifurcation dia-
gram [10]. The bifurcation of the diagram depends on the logistic map parameter. A best value
of α is 3.666 ≤ α ≤ 4 as in Figure 1. Another way in which the behaviour of a logistic map can be
determined is through computing the Lyapunov exponent [9], which measures the rate of diver-
gence of nearby trajectories in the logistic map. A logistic map is sensitive to the initial conditions
and displays chaotic behaviour when the Lyapunov exponent is positive. According to Figure 1
when α = 4 then the logistic map has the largest Lyapunov exponent, which is nearly equal to
0.6887. Consequently, it is possible to spot a chaotic regime using both of bifurcation diagram and
the Lyapunov exponent.
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(a) (b)

Figure 1: (a) Bifurcation diagrams of the logistic map, (b) Lyapunov exponents diagram of logistic map.

3 Self Invertible Matrix

A matrixMn×n is called invertible if and only if ∃ Nn×n ̸= Mn×n such thatMN = NM = In,
the inverse of matrix M is symbolically represented by M−1. In case N = M the matrix M is
called the self-invertible matrix. In this section, generating a self-invertible matrix of dimension
8× 8 will be discussed concerning positive integers, i.e. all operating will be considered modulo
arithmetic on integer numbers. Consider M8×8 be the integer value matrix;

M8×8 =


m1,1 m1,2 · · · m1,m

m2,1 m2,2 · · · m2,n

...
...

. . .
...

m8,1 m8,2 · · · m8,8

 =

(
M11 M12

M21 M22

)
,

where,

M11 =


m1,1 m1,2 m1,3 m1,4

m2,1 m2,2 m2,3 m2,4

m3,1 m3,2 m3,3 m3,4

m4,1 m4,2 m4,3 m4,4

 , M12 =


m1,5 m1,6 m1,7 m1,8

m2,5 m2,6 m2,7 m2,8

m3,5 m3,6 m3,7 m3,8

m4,5 m4,6 m4,7 m4,8

 ,

M21 =


m5,1 m5,2 m5,3 m5,4

m6,1 m6,2 m6,3 m6,4

m7,1 m7,2 m7,3 m7,4

m8,1 m8,2 m8,3 m8,4

 , and M22 =


m5,5 m6,5 m5,6 m5,8

m6,5 m6,6 m6,7 m6,8

m7,5 m7,6 m7,7 m7,8

m8,5 m8,6 m8,7 m8,8

 .

where mi,j are integer number for i, j = 1, 2, . . . , 8.

The generalization states that the matrixM8×8 is invertible if and only if the following criteria
are met: M12 = I4 −M11, M21 = I4 +M11 and M22 = −M11 [2]. Since the main purpose of this
study is the process of encoding images, the image will be dealt with digitally and converted into
a matrix whose highest value is 256. All operations on the matrix M8×8 will be done by modulo
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256. As an example suppose that

M11 =


18 3 13 4
2 9 8 16
4 12 16 3
16 6 2 9

 ,

then,

M12 ≡ I4 −M11 mod 256 ≡


239 253 243 252
254 248 248 240
252 244 239 253
240 250 254 248

 ,

M21 ≡ I4 +M11 mod 256 ≡


19 3 13 4
2 10 8 16
4 12 19 3
16 6 2 10

 ,

and,

M22 ≡ −M11 mod 256 ≡


238 253 243 252
254 247 248 240
252 244 238 253
240 250 254 247

 .

So,

M8×8 =



18 3 13 4 239 253 243 252
2 9 8 16 254 248 248 240
4 12 18 3 252 244 239 253
16 6 2 9 240 250 254 248
19 3 13 4 238 253 243 252
2 10 8 16 254 247 248 240
4 12 19 3 252 244 238 253
16 6 2 10 240 250 254 247


,

which is a self-invertible matrix where (M8×8)
−1 = M8×8.

4 Modified Diffie-Hellman Key Exchange Algorithm (MDHKEA)

Exchange Algorithm (MDHKEA) A Diffie-Hellman key exchange algorithm [11] for key ex-
change was proposed by Diffie and Hellman in 1976, and was the first algorithm in the public
key cryptosystem. The computational complexity of the discrete logarithm problem serves as the
foundation for this algorithm’s security. Indeed, establishing a shared secret between two par-
ties through a Diffie-Hellman key exchange paves the way for securing data transfer over internet
networks. The multiplicative group of integers modulo of a prime p and a primitive root gmod p
has been used in this algorithm to guarantee the shared key’s secrecy. In simple words, this al-
gorithm can be summed up as follows: if Alice and Bob went to exchange a key, Alice would
calculate her a public key, A ≡ ga mod p, a secret key, and exchange it with the public key of
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Bob, B ≡ gb mod pwhere b is his secret key. Now thatAlice andBob have calculated the private
key and discovered the shared secret key, they can obtain the shared secret key Ba ≡ Ab ≡ gab

mod p. In this study, the Diffie-Hellman algorithm is extended further to 16 shared-secret keys
are calculated. Assuming that the shared key is k1, then the other shared keys could be as:

ki ≡ k2i−1 mod p, where i = 2, 3, . . . , 16.

For instance, Alice and Bob publicly concur of prime p = 23 where its primitive root g = 5.
Alice calculates her public key, it is A ≡ s4 mod 23 ≡ 4 where a = 4 which is her secret key, she
exchanges it with the public key of Bob, B ≡ 53 mod 23 ≡ 10where b = 3 is his secret key. Now
that Alice and Bob have calculated the private key and know they had a shared secret key, they
can obtain the shared secret key 104 = 43 = 18. Hence, the shared key is k1 = 18, the rest shared
key are: k2 = 2, k3 = 4, k4 = 16, k5 = 3, k6 = 9, k7 = 12, k8 = 6, k9 = 13, k10 = 8, k11 = 18,
k12 = 2, k13 = 4, k14 = 16, k15 = 3 and k16 = 9.

The generation of the sixteen keys would make the modified algorithmmore secure, as attack-
ers do not have any meaningful parameters and are also unaware of what the first shared secret
key is because of the discrete logarithm problem. Hence, the attacker will have a very difficult
time locating the keys.

5 Proposed Image Encryption Algorithm

A novel and creative image encryption for images of size 265× 256 is presented in this section.
algorithm that combines a chaotic map and an 8-dimensional self-invertible matrix. As depicted
in Figures 2 and 3 the algorithm has three levels: key generation, image encryption and image
decryption level. At a key generation level, a modified Diffie - Hellman key exchange algorithm
would be involved in sharing 16 integer numbers, these numbers will be the entries of the first
part of the self-invertible matrix. Furthermore, the first and the second shared keys will be the
parameters of the logistic map. One permutation round -using a generated self-invertible matrix-
and one bitwise XOR operation -using a matrix generated by the logistic map- are used at the
encryption level to create a high-quality cipher. The decryption level can undo the encryption and
retrieve the plain image using a matrix produced by the logistic map and a self-invertible matrix
that was also generated. Compared to other methods currently in use, a proposed algorithm is
quick and efficient which will be thoroughly described in the following subsections.

5.1 Key generation level

At this level, two matrices will be created; the first one is self-reversible, while the second one
will be constructed using the output of applying the logistics map. These matrices’ entries are
generated using the modified Diffie-Hellman key exchange algorithm. This level will be demon-
strated by the steps below:

Step 1: Alice and Bob apply the Modified Diffie-Hellman key exchange algorithm for generat-
ing the key:

K = (k1, k2, . . . , k16) .
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Step 2: They will use k1 and k2 to generate initial value a1, a2 and control parameter α of the
logistc map as:

α = 3.99 + |a1 − a2|,

where a1 =
k1

k1 + k2
and a2 =

k2
k1 + k2

.

Step 3: The logistic map Lα(xk should apply to generate to a vector L of size 256 · 256 = 65536
as L as:

L =
(
a1 = x1, x2 = α (x1)(1− x1), x3 = α (x2)(1− x2), . . . ,

x65536 = α (x65535)(1− x65535)
)
.

Step 4: Theywill apply theGreatest Integer (GI) function [8], then congruent all valuesmod 256
as follows:

L1 =
(
y1 = [x1] mod 256, y2 = [x2] mod 256,

y3 = [x3] mod 256, . . . , y65536 = [x65536] mod 256
)
.

Step 5: They will rewrite the vector L1 to be a matrix Y of size 256× 256 as:

Y =


y1 y257 y513 · · · y65281
y2 y258 y514 · · · y65281
y3 y259 y515 · · · y65281
...

...
...

...
y256 y512 y768 · · · y65535


256×256

.

Step 6: They will use the key vector K to generate a self invertible matrix A of size 8× 8 as:
Step 6.1: They will rewrite the vector K to be a matrix A11 of size 4× 4 as:

A11 =


k1 k5 k9 k13
k2 k6 k10 k14
k3 k7 k11 k15
k4 k8 k12 k16


4×4

.

Step 6.2: They will produce the matrices (A12), A21 and A22 by applying the algorithm in
section 3 as: A12 = I4 −A11, A21 = I4 +A11 and A22 = −A11.

Step 6.3: They will construct the matrix A as:

A8×8 =

(
A11 A12

A21 A22

)
8×8

.

The matrices Y and A will be utilized as the final set of keys.

5.2 Image encryption level

Two operations utilizing the keys Y and A, along with a plain image PI of size 256 × 256,
will produce the cipher image with quite arbitrary values. To begin the encryption level, a sender
uses a matrix A to encrypt a plain image PI , an encrypted version of the image is then used in a
bitwise XOR operation with the matrix Y . The subsequent steps can be used to carry out these
operations:
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Step 1: Vectors of size 8× 1 will be created from a pixel value of the plain image PI as:

(PI1)8×1 , (PI2)8×1 , . . . , (PI8192)8×1 .

Step 2: Multiply the matrix A by each vector PIs to obtain the set of new vectors of size 8 × 1
as:

(C ′
1)8×1 mod 256, (C ′

2)8×1 mod 256, . . . , (C ′
8192)8×1 mod 256.

Step 3: A matrix of size 256× 256 will be created by rewriting the (C ′
i)’s vectors for

i = 1, 2, . . . , 8192 as:

C ′ =


(C ′

1) (C ′
2) (C ′

3) . . . (C ′
32)

(C ′
33) (C ′

34) (C ′
35) . . . (C ′

64)
(C ′

65) (C ′
66) (C ′

67) . . . (C ′
96)

...
...

...
...

(C ′
8161) (C ′

8162) (C ′
8163) . . . (C ′

8192)


256×256

.

Step 4: A bitwiseXOR operation will be performed between the two created matrix Y and C ′

as:
C = Y ⊕xor C

′.

The matrix C will present the cipher image.

5.3 Image decryption level

Two operations utilizing the keys Y and A, along with a plain image PI of size 256 × 256,
will produce a cipher image with quite arbitrary values. To begin the encryption level, a sender
uses matrix A to encrypt a plain image PI , an encrypted version of the image is then used in a
bitwise XOR operation with the matrix Y . This level produces an extremely safe cipher picture
with uncorrelated pixels. The subsequent steps can be used to carry out these operations:

Step 1: Deriving the matrix Y of size 256× 256 by applying a bitwiseXOR operation between
the two matrices C and Y as:

M ′ = C ⊕xor Y.

Step 2: Vectors of size 8× 1 will be created from a pixel value of the plain image M ′ as:

(M ′
1)8×1 , (M

′
2)8×1 , . . . , (M

′
8192)8×1 .

Step 3: Multiply the matrix A by each vector M ′s to obtain the set of new vectors of size 8× 1
as:

(M ′′
1 )8×1 mod 256, (M ′′

2 )8×1 mod 256, . . . , (M ′′
8192)8×1 mod 256.

Step 4: A matrix of size 256 × 256 will be created by rewriting the M ′′ (j)’s j = 1, 2, . . . , 8192
vectors as:

M ′′ =


(M ′′

1 ) (M ′′
2 ) (M ′′

3 ) . . . (M ′′
32)

(M ′′
33) (M ′′

34) (M ′′
35) . . . (M ′′

64)
(M ′′

65) (M ′′
66) (M ′′

67) . . . (M ′′
96)

...
...

...
...

(M ′′
8161) (M ′′

8162) (M ′′
8163) . . . (M ′′

8192)


256×256

.
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The matrix M ′′ is the plain image PI .

Figure 2: Framework of key generation level of a proposed image encryption algorithm.

Figure 3: Framework of image encryption and decryption levels of a proposed image encryption algorithm.
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6 Experimental Results and Performance Evaluation

In this section, a series of experiments will be conducted on grey images of size 256×256. Tests
will be performed usingMatlabR2023aworking on a computer with aWindows 11Pro operating
system with processor: 12th Gen Intel(R) Core(TM) i7-12650H 2.70 GHz and 16 GB RAM. In
these experiments, the Baboon, Cat, Goose, Grass, House and Lena images of size 256 × 256 will
be involved as plain images. These images have been used in a number of earlier studies such as
[22, 21, 5] to evaluate the level of security of image encryption techniques.

By choosing effective and recent algorithms, and using the results from their published papers,
a fair comparison with image encryption techniques based on chaos was made in this study.

6.1 Histogram analysis and chi−square test

Similar to how each person’s thumbprint is unique, each image’s pixel distribution is distinct
and does not repeat. In fact, the number of colours in a single channel is related to the 256 levels
of grey, by computing the frequency of every single grey level, the histogram will be determined;
thus, a histogram is a visual representation based on the size of the image. The flat histogram indi-
cates a uniform distribution of grey levels and prevents any attempt by unauthorized individuals
to retrieve any information thatmay help to know the plain image [6]. For the proposed technique,
Figure 4 displays the histograms of the plain images, encrypted images, and decrypted images for
a set of selected images. Analyzing an encrypted image will be very challenging because it can
be seen that the histogram of an encrypted image is almost uniform and different from the his-
togram of a plain image. Another tool that is used to measure the monotony of the histogram
quantitatively is the chi−square test, which can be calculated using the following equation [25]:

χ2 =

255∑
i=1

Ei − Z

Z
,

where Ei is the value of the current pixel, and Z is the expected occurrence frequencies of each
pixel. For experimental purposes if the value of the Chi−square of the encrypted image is lower
than 293.2478, then the encrypted image passed the chi−square assessment, qucecuntly the his-
togram of the encrypted image is uniform [5]. From the test results shown in Table 1, all encrypted
images - that have been used in this work- have passed the chi-square test. which means that the
pixel value distributions of these encrypted images are uniform. Therefore, the proposed encryp-
tion algorithm has high security.
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(a) (b)

(c) (d)

(e) (f)

Figure 4: Plain image, encrypted image and decrypted image with their histograms: (a) Baboon, (b) Cameraman, (c) Cat, (d) Goose, (e)
Lena, (f) Pepper.
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Table 1: Chi−square values of encrypted images.

Images Chi−square
Encrypted Image Passed?

Baboon 277.3358 Yes
Cat 276.3348 Yes

Goose 281.2432 Yes
Grass 279.5231 Yes
House 275.6521 Yes
Lena 209.5463 Yes

6.2 Correlation analysis

In plain images, there is a strong correlation between adjacent pixels in different directions.
Attackers may take advantage of breaking the proposed encryption algorithm by analysing this
correlation [25]. In this research, the logistic map implementation will be one approach to re-
moving this correlation. To put it another way, if two images are closely related, the correlation
coefficient is close to 1, while the two images are not connected, if the coefficient is close to 0 [17].
The correlation coefficients between the pixels of two images−the plain image and the encrypted
image− are assessed in three directions (horizontally, vertically and diagonally). It can be calcu-
lated as:

cxy =
1
n

∑N
i=1(xi − E(x))(yi − E(y))√

1
n

∑N
i=1 (xi − E(x))

2
√

1
n

∑N
i=1 (yi − E(y))

2
,

where N is the total number of image pixels, x and y are values of adjacent pixels of the plain
image and encrypted image respectively, E(x) and E(y) are their average values [16]. The results
cxy of three directions: horizontal, vertical, and diagonal of the proposed encryption algorithm
on an implemented image are presented in Table 2. This calculation was done for both of a plain
image and the corresponding pixels in its encrypted image. Figure 5 shows the values of the
distribution values of cxy . The comparison values of cxy of the proposed encryption algorithm to
those of other algorithms for the Lena image are shown in Table 3. The results show the proposed
encryption algorithm reduces the correlation between adjacent pixels more effectively than the
other algorithms.

Table 2: Correlation coefficient between plain and encrypted images.

Image Plain Image Encrypted Image
H V D H V D

Baboon 0.8741 0.8356 0.7948 0.0049 0.0005 -0.0014
Cat 0.9340 0.9624 0.9336 0.00319 0.2071 0.0230

Goose 0.8017 0.8639 0.7342 0.0035 -0.0035 0.0051
Grass 0.8834 0.9562 0.8521 0.0486 0.0613 0.0266
House 0.8385 0.8565 0.7509 0.0137 0.0301 0.00085
Lena 0.9456 0.9727 0.9214 0.0005 0.0022 0.0001
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Figure 5: Correlation coefficient of Lena image (a)Horizontal encrypted image, (b)Vertical encrypted image, (c)Diagonal encrypted image,
(d) Horizontal plain image, (e) Vertical plain image, and (f) Diagonal plain image.

Table 3: Correlation coefficient of the encrypted Lena image with other algorithms.

Algorithms Encrypted Images
H V D

Proposed Algorithm 0.0005 0.0022 0.0001
[22] 2022 -0.0003 -0.0037 0.0020
[21] 2021 -0.0023 -0.0017 -0.0022
[5] 2019 0.0027 0.0012 0.0003
[35] 2018 0.0467 -0.0173 -0.0078
[30] 2018 -0.0029 -0.0017 0.0004

6.3 Differential attack analysis

It is one of the branches of statistics, which has an important role in distinguishing between
two encrypted images calculated of two plain images have a difference of one bit in the pixels [3].
The rate of pixel change (NPCR) and the unified average change intensity (UACI) can be used
to determine whether or not the algorithms can withstand this type of attack [31]. It is obvious
that aminor difference between the twoplain images results in a significant change between cipher
images created with the same secret key. The proposed encryption algorithm in this paper proved
that it could be repelling various types of attacks by computing NPCR and UACI for selected
images, where the perfect values for NPCR and UACI to demonstrate resistance to differential
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attack are 99% and 33% respectively [25]. The mathematical formula for NPCR and UACI is:

NPCR =
∑
i,j

R(i, j)

N ×M
× 100%,

UACI =
1

N ×M

∑
i,j

En1(i, j)− En2(i, j)

255
× 100%.

since, En1 and En2 are various encrypted images that have been generated using various keys
whileD(i, j) is 0 or 1whenC1(i, j), C2(i, j) are not equal orC1(i, j), C2(i, j) are equal respectively.
The results of NPCR and UACI for the proposed encryption algorithm on implemented images
with a slight change in secret keys ofMDHKEA are presented in Table 4. The comparison between
the values of NPCR and UACI of a planned encryption algorithm to those of other algorithms
for the Lena image is shown in table 5. The results in the tables demonstrate the resistance of the
proposed algorithm for differential attack.

6.4 Local shannon entropy (LSE)

The disorder’s numerical value for digital image [32] is calculated with a statistical measure
called Local Shannon Entropy. This measure is based on evaluating the disturbance of each pixel
value in a digital image based on a probability distribution of grey levels of its immediate sur-
roundings [13]. Hence LSE for an image could be calculated as:

LSE(d) = −
P−1∑
i=0

p(di) log2 p(di).

where P is a grey level of image, and p(di) is a discrete density probability function, di is a value
of pixel from 0 to 255 [3]. So, the LSE value is higher for pixels with high level unpredictability,
while it is lower for pixels with a lower level of randomness. A proposed encryption algorithm
was tested on 6 plain images, the results are shown in Table 4. On the other hand Table 5 compares
the values ofLSA of the proposed encryption algorithm to the values ofLSA resulting from other
algorithms for Lena. The results indicate that a proposed encryption algorithm provides a high
degree of randomness, this is due to the involvement of a logistic map in the encryption level,
which contributes to the high randomness in an encrypted image.

Table 4: NPCR, UACI and LSE for encrypted images .

Images Tests
NPCR UACI LSE

Baboon 99.5224 33.2701 7.9971
Cat 99.3759 32.2630 7.9972

Goose 99.5605 33.3352 7.9970
Grass 99.3988 31.8138 7.9968
House 99.3912 33.0179 7.9972
Lena 99.6572 33.4922 7.9975
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Table 5: NPCR, UACI and LSE of encrypted Lena with other proposed algorithms.

Algorithms Tests
NPCR UACI LSE

Proposed Algorithm 99.6572 33.4922 7.9975
[22] 2022 99.59 33.27 7.9971
[21] 2021 99.6124 33.4600 7.9971
[5] 2019 99.6368 33.4724 7.9974
[35] 2018 99.61 33.46 7.9970
[30] 2018 99.5986 33.4561 7.9971

6.5 Key security

The private keys used to encrypt and decrypt the information are made up of two significant
parts: keyspace and key sensitivity.

The first part (keyspace) must be within specifications capable of repelling attacks directed at
the proposed encryption image techniques, so according to the literature, it will be perfect if it is
equal to or larger than 2128 [12]. In the proposed encryption image, the logistic map parameters
are a1, a2 and α which there are real numbers. Therefore, if the precision is 10−15 will make the
key space is (1015)3 = 1045, which is greater than 2128. so, in terms of keyspace, the proposed
encryption image is capable of repelling attacks.

The second part (key sensitivity) measures the effectiveness of that key in achieving random-
ness in encrypted images, the unpredictability of finding patterns in the logistic map will ensure
this partial. In fact, any modification of the logistic map’s parameters will alter the chaotic vari-
ables, which in turn will alter the chaotic sequence. In the implementation of the proposed en-
cryption, the key sensitivity will be measured using two keys:

K = (k1, k2, . . . , k16) , andK ′ = (k′1, k
′
2, . . . , k

′
16) ,

to encrypt Lena image. where k′i = ki + 1 , i = 1, 2, . . . , 16. The first encrypted image will be
decrypted with K ′ = (k′1, k

′
2, . . . , k

′
16) and the second encrypted image will be decrypted with

K = (k1, k2, . . . , k16), Figure 6 will show the results of these experiments, this Figure 6 indicates
that the proposed encryption image has a high sensitivity if the keys have been changed, which
means that the plain image can not be retrieved from the encrypted image. So, the chaotic sequence
together with the bitxoring operation has a significant impact on the digital plain which gives an
advantage to the proposed encryption algorithm.
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(a) (b)

(c) (d)

Figure 6: Key sensitivity analysis; (a) Encrypted Lena with K, (b) Encrypted Lena image with K′, (c) Decrypt (a) with K′, (d) Decrypt
(b) byK.

6.6 Implementation time

Calculating the time of implementation of the proposed encryption algorithm is an important
measure. Using a large amount of data with a faster algorithm will give the encryption algorithm
an advantage. As a result, a high-performance algorithm must consider its security and imple-
mentation time. Table 6 shows the results for implementing of proposed encryption algorithm of
6 plain images. According to Table 6, a proposed encryption algorithm is capable of encrypting
and decrypting images so fast that the total time for encryption and decryption for all selected
images does not exceed the 0.03 seconds, where the implementation time of encryption and de-
cryption for Lena’s image was 2.9 Seconds using proposed algorithms in [5], 0.4313 seconds and
0.25 seconds for only encryption level using proposed algorithms in [21] and [3] respectively.
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Table 6: Implemention time of selected images.

Algorithms Implementation time in seconds
Encryption Decryption Total

Baboon 0.0170 0.0116 0.0286
Cat 0.0160 0.0122 0.0282

Goose 0.0149 0.0087 0.0237
Grass 0.0143 0.0087 0.0231
House 0.0141 0.0094 0.0235
Lena 0.01375 0.0082 0.0219

7 Conclusion and Future Works

Tables 3 and 5 compare performance for many proposed image encryption algorithms using
computing the correlation coefficient, LSE,NPCR and UACI respectively. Lena’s image was the
plain image in all these comparisons. A proposed encryption algorithm had a correlation coef-
ficient is 0.0009, LSE = 79975, NPCR = 99.6572 and UACI = 33.4922. On the other hand, a
keyspace is 1045 > 2128 and implementation time for encryption and decryption was 2.9 seconds.
The valuesNPCR andUACI for implementing the proposed algorithmare better than existing al-
gorithms. However, the implementation time of a proposed algorithm is the fastest in comparison
with the existing algorithms. In fact, this study has introduced a new image encryption algorithm
based on a logistic map and self-invertible matrix. This algorithm modified DHKE algorithm for
generating a key vector. At the encryption level, two operations were done (contracting C ′ and
bitwise XOR operation) to generate an encrypted image. The proposed encryption algorithm
provides a high level of security and a low implementation time making it capable of repelling
attacks. Overall, this work offers a secure and reliable method to transfer digital images.

The researcher may consider studying other sources in the future such as texts, sounds or
videos. Another chaotic map could be involved such as Gaussian map [15] or Henon map [14].
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